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Introduction
• In augmented reality (AR), improperly placed 

content can obstruct real-world information[1]
• This produces the obstruction attacks

Example of an obstruction attack in AR: (a) real-world view, 
(b) AR view with a stop sign obstructed by a virtual arrow 
and (c) make the arrow translucent to mitigate obstruction

Motivation
• Traditional image quality assessment methods 

often lack a comprehensive understanding of the 
environmental information[3], cannot accurately 
detect key object obstruction in the image

• Vision language models (VLMs) have pushed the 
recent adavncement in scene understanding

• VLMs has a more holistic understanding of complex 
scenes and provides a potential improvement over 
classic methods in detecting obstruction attacks

LOBSTAR Design
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System architecture of the LOBSTAR system

LOBSTAR is deployed across three devices: (1) an AR 
device, (2) an edge server, and (3) a cloud server.

System Evaluation

• Vision language model: OpenAI GPT-4o
• Object detection model: GroundingDINO
• Segmentation model: Segment Anything VIT-B 

• Created two datasets: virtual scene and a real-
world, each has raw and augmented image pairs, 
labeled with key object and obstruction status

• Virtual: 15 classes of key object, 280 image pairs; 
Real: 17 classes of key object, 144 image pairs

Dataset samples: (a-d) real environment: original image, AR 
view, object mask, virtual content mask; (e-h) Virtual scene
• Result on dataset: > 96% detection accuracy 

Blind: very limited instruction in text prompt for VLM; Prior: 
directly tell object detection model the key object, with no 
VLM involved; Saliency: a saliency map-based baseline.

• Real-time evaluation: AR device: Google Pixel 7 
Pro; edge server: ubuntu with NVIDIA GeForce 
RTX 3090; cloud server access: OpenAI API

• 580ms latency with a 5GHz WiFi connection, 
950ms latency in a remote connection scenario 

• Proposed LOBSTAR, the first system using a VLM 
to detect obstruction attacks in AR

• Achieved high deetctionaccuracy and low latency
• Will apply LOBSTAR to head-mounted devices
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